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PREFACE

This effort was conducted by Syracuse University under the sponsorship
of the Rome Air Development Center Post-Doctoral Program for Air Force
Communications Service. Robert Bigelow of AFCS was the task project
engineer and provided overall technical direction and guidance. The

authors of this report are Dr. Jose Perini and Kazuhiro Hirasawa.

Thne RADC Post-Doctoral Program is a cooperative venture between

RADC and some sixty-five universities eligible to participate in the programn.
Syracuse University (Department of Electrical Engineering), Purdue University ir

(School of Electrical Engineering), CGeorgia Institute of Technology (School i

of Electrical Engineering), and State University of New York at Buffalo
(Department of Electrical Engineering) act as prime contractor schools with
other schools participating via sub-contracts with the prime schools. The
U.S. Air Force Academy (Department of Electrical Engineering), Air Force

Institute of Technonlogy (Department of Electrical Engineering), and the

Naval Post Graduate School (Department of Ilectrical Engineering) also
participate in the program.

The Post~Doctcral Program provides an opportunity for faculty at
participating universities to spend up to one year full time on exploratory
development and problem-solving efforts with the post-doctorals splitting
their time between the customer location and their educational institutions.
The program is totally customer-funded with current projects being undertaken
for Rome Air Development Center (RADC), Space and Missile Systems Organization
(SAMSO) , Aeronautical Systems Division (ASD), Electronics Systems Division
(ESD), Air Force Avionics Laboratory (AFAL), Foreign Technology Division

(FTD), Air Force Weapons Laboratory (AFWL), Armament Development and Test
i ' iy -

FRECEDING PAGE ELANK-NOT FILMED




e

Center (ADTC), Air Force Communications Service (AFCS), Aerospace Defense
Command (ADC), Hg USAF, Defense Communications Agency (DCA), Navy, Army,
Aerospace Medical Division (AMD), and Federal Aviation Administration (FAA).
Further information about the RADC Post-Doctoral Program can be
obtained from Mr. Jacob Scherer, RADC/RBC, Griffiss AFB, NY, 13441, telephone

Autovon 587-2543, commercial (315) 330-2543.
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ANTENNA PATTERN SYNTHESIS COMPUTER PROGRAM

1. INTRODUCTION

Optimization methods have been successfully applied to the pattern syn-
thesis problem of antenna arrays.l’2 This application is independent of the
functional dependence of the array parameters and therefore treats them on an
equal basis. This independence makes the method very general and applicable
to a truly large class of problems. Furthermore, the method allows the intro-
duction of a variety of linear and nonlinear constraints in the synthesis,
giving the designer the opportunity to simplify the antenna construction. The
optimization method in this report is based on one of the well known gradient

methods called PARTAN3’4

implemented in the form of a computer program. The
PARTAN method has been selected due to its simplicity in choosing a step size

at each iteration and implementing constraints.

2. THE PARTAN OPTIMIZATION METHOD

The radiation patter for 6 = 60 of a planar array on the x-y plane can
be written as
M jk(xmcos¢+ymsin¢)sin6o
E(9) = ] (AR + JAL Je (1)
m
m=1
where the pair (ARm, AIm) specifies the real and imaginary parts of the mth
current element and the pair (xm, ym) determines the position of the mth ele-

ment in the x,y plane. M is the number of antenna elements and k is the wave

number (k = 2m/)). In this first treatment the mutual coupling between
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elements is ignored, and each antenna has an omnidirectional pattern. Later

the mutual coupling effect is considered and the current on each antenna is
dependent on all other antennas relative positions.
Let ES(¢) be the specified or desired radiation pattern. The error over

the entire synthesis range can be defined as

™
[

N
2
1= LWG@DIEG) - E (6] (2)

n=1
or

N
2
€, = nzl W) [E@)] = [E( )] (3)

where N is the number of ¢ directions on which the pattern is specified and
w(¢n) is a weighting function that allows the synthesis precision to be
changed over certain ranges of ¢. Here w(¢n) is a non-negative number. When
€2 is used for the error, only the amplitude of the specified radiation pat-
tern is required. While the amplitude and phase of the specified radiation

pattern is required for € There are some other error definitions, but only

1
el and EZ are used in this report.
Now the problem is to find the minimum of the error function € by using

the PARTAN method. We start with an initial guess for the variables (ARg, Alg,

0

xm, yg), compute the gradient Veo at this point and then compute the new values

0 0 0 0
of the variables (ARm, AIm, X ym} as l
0 0
1 0 9€ 1 0 o€
ARm < ARm =k aARm xm & xm Fais me ‘3
(4)
0 0
1 0 € L= O o€
AL = AR TE AT Y T 3y _




where the derivatives are evaluated at the initial point. We then continue
in a similar fashion until the minimum of € is found. The problem is to find
t, the step size, at each iteration.

Using a Taylor series, we get from Egs. (1) and (4)

0 0
M 0 0 jk(x_cosdpty sind)sinb
ik 74 0 d€e 0 dE m m 0
E*($) = § (AR~ e mm) + JAT. =& 5s)ie

m=1 m m

g 0
x {1 - jk sin 8o (%%— cos ¢ + %%— sin ¢)t + ...} (5)

m m

This is used to calculate the error function €L °r &)

After Eq. (5) is substituted into Eq. (2) or (3), and the higher order terms

In Eqs, «{(2) or (3).

2
than t are neglected, we get a quadratic equation in t for €, or €

1 2 Neglect—~
ing higher order terms than t2 is equivalent to assuming that
0 0
J€E 9€
|k sin 60 (axﬁ cos ¢ + aym sin ¢)t] << 1 (6)

Thus the step size t of each iteration is found in close form from the quadra-

tic equation with respect to t for the minimum €, or €, in the direction Veo.

1 2
This is one of the advantages of approximating Eqs. (2) and (3) with the

quadratic equation of t. Even if Eq. (6) is not satisfied in the initial

or £, can be

iterations, eventually it will be satisfied and the minimum € 2

L

obtained.

3. APPLICATION TO SOME SPECIFIC SYNTHESIS PROBLEMS
3.1. All Antennas Are Excited in Linear Antenna Array.
Let us now apply the above ideas to some specific cases.

Let us calculate ei by using Eq. (5).




N o % aeg
Eer .l I (@R - aAR 7 j(AI el
n=1 m=1 m
0 aeg 0 ae?
jk{(xm —ts;;)cos®n+(ym-t§;;)sxn¢n}sin60 :
e - E_(9) (7

Neglecting the terms of order higher than tz, we get

N 2
ei= } o b et
el n n n
N * * * * * *
2
w faa)+@b +ab)e+ (ajc +ac +bb)e’} (8)
=1
where
M 0 Jk(x cos¢ +y 31n¢ )51n60
8 = mgl(AR + JAI )e - E_(¢,)
36? 862 0 0 Beg aeg
bn = - Z {BAR + 3 AL + ik sin 60 (ARm + JAIm)(cos ¢n 5;—-+ 51n¢n 5;—)}
m m m
: 0 0 5
.eJk(xmcos¢n+ymsin¢n)sin80 (9)
M 362 asg aeg Beg
g = mgl{Jk Gaw, S A e, F * Sin 4, 550 sin 8
k% sin 02 3¢? 2e? 2

0 0
7 (AR + JAL)) [cos ¢n(5§i) & §in ¢n(§;i)] }

jk(xgcos¢n+ygsin¢n)sin60
.e - Es(¢n)'

The derivatives are




0 , 0 o
3€ N ~-jk(x_cos¢ +y sind )sinb .
Qi i o m n-m n 0
3 - 2 L Rel(ET(9) - ES(d))e
m n=1
N
0 (0} 2 {
Se(l) N 1 irAn -jk(xmcosd>n+ymsm¢n)sin60 L‘O) ‘
7 2 z Im[(E (¢n) =M ¢n 3 ‘
m n=1
0 -'k(xocos¢ +yosin¢ )sinf
BEl N 1 < ) ARO-'AI Ye J m n’'n n 0]
e I kecoso I [(E(6)-E (4 ))(AR -JAL
m n=1
880 N 1 0 0 ~jk(xgcos¢n+ygsin¢n)sin80]
1 ) o
F Ny 2-n21 k sin ¢ I [(E(6) -E (9 ) (AR - 3JAL e
m =

where Re is the real part operator and Im is the imaginary part operator.
Equation (8) was applied to synthesize the specified pattern shown in

Figure 1, which has a triangle shape and has a peak at ¢ = 90°. The array
elements are allowed to move only along the x-axis. Therefore, 24 variables
are used for this problem. The weighting function W was set to 1. In the
initial guess all amplitudes have been set equal to 1 and the antennas are
equally spaced on the x-axis a half wavelength apart.

The second example is the synthesis of the pattern of Figure 2 with
20 dB side lobe level. The array elements are allowed to move only along
the x-axis. Therefore, 24 variables are used for this problem also. The
weighting function W provides a convenient tool for increasing the accuracy
of the synthesis in certain portions of the desired pattern. In this example
W is equal to 5 for points in the main beam. In this way emphasis has been
placed on obtaining a pattern which has the correct main beam-width. For the

side-lobe region, W was set to either 0 or 1, depending on whether

R




ES(¢n) - E(@n) is positive or negative. In this way, points below the speci-
t fied side lobe level have no influence in the computation of the error el.
In the initial guess all amplitudes have been set equal to 1 and the anten-

E nas are equally spaced on the x~axis a half wavelength apart. The final

solution is shown in Fig. 2.

o R

3.2 Linear Array with Only One Excited Element and the Others Parasite

P

The currents on the parasite elements are a function of their relative

position and of their distance to the excited antennas. The initial currents
’ D
on all antennas are obtained by using the method of moments™, and from this,

equivalent point sources are obtained when the constant O-plane radiation

Gy Ko U= B D Lib st e AL D

pattern is considered. These point sources correspond to ARm and jAIm in
Ba. (t). For this problem let €y in Eq. (3) be the error function, since

in most cases we are not interested in the phase of the radiation pattern.

i i 1 -
£, > nzl WO 1E )] - [E(6))] (11)

The derivatives to be used are

ey N oalEbw)]
Erataial Ml L CIRN IR O VLI CN
m n=1 m
3 (12)
0 0
‘ .?_Eé - e ‘§ M (E% )| - [E_ (6 V(o )
: 3ym .- Bym n s''n n
3
The radiation pattern is from Eq. (1)
M jk(x _cos$¢ +y sin¢ )sinf
ey« ] R F e P EOE RS a3)
m=1

where ARm + jAIm is the function of the positions of all antennas.
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If mutual coupling effects of all antennas are considered, the equi-
valent point sources have to be obtained after each iteration by using the
method of moments. This involves a large number of calculations and compu-
ter execution time. One way to avoid this problem is to assume that only
the mutual coupling between each parasite and the excited antenna is impor-
tant. Further, we assume that in Eq. (13)

c

I -jk(r —rc)
e LBl (14)

AR+ JAI =
m m

where I; is the initial equivalent point source and r; is the initial dis-
tance between the excited antenna and the mth parasite. For the excited
antenna it is assumed that (rm/r;) = 1. For simplicity let us assume that

the excited antenna is m = 1. Then we get

Zet 2
= j(xm xl) = yl)

r =

(15)
e € G2 G d BT
1:m j(xm xl) ® (ym yl)

where (x;, y;) and (xi, yi) are initial positions of the parasite and the

excited antenna respectively.

0
PE"(9,) BE(6,)
Now the derivatives % and iy can be obtained as
m

350(¢ ) s -jk(r -r%) jk(x_cosp +y sin¢ )sin@ (x -x.)
—_— . IC(—m) e e s i n[j)k cgs ¢ - (jk+—l—)——@-—1——]

9x m'r n Y r

n m m m
for m # 1

0 s
oE (¢n) " jk(xmcos¢n+ymsin¢n}3an,
By = jk I  cos ¢ e

xl 1 n




C

-jk(r —rc) jk(x_cos$ +y sin¢d )-$in § (y_-v.)
e Rt e e sake W atn ¢n"(jk'+fL) mr 1
m m

for m# 1 1

0 .
9E (¢ ) jk(x_cos¢ +y sing )-Sin 6, ,?(16)
- i jkIc win b e m n°m n

y1 1 n

Since |E0(¢~n)|2 = E0(¢n)-EO(¢>n)*, we get

3% ) | e ()

0 d n n *

B )| ——— = Re [ B )]
m m

Then 3E0(¢ )

n *
3|50£¢n)| Re [ BEs E(¢n) ]

m
P LR

Similarly

2%(0,) 3

m

Bym |E0(¢n) l

Substituting Eqs. (16) and (17) into Eqs. (12), we can obtain the value of
the derivatives to start the iteration.
From Eqs. (4), (13), (14) and (15), we get

0 0 0 0
: : jk[(xl-t(aezlaxl))cos¢n+(y1-t(Bezlayl))sin¢]sin80
E (¢n) = Ile

e
ket -3k -t Geg/ax )-x]) Sy 0=t (ae, /y,)-y

Z I're B 2 R
m m
m=2

0
Jo -t @edn ) - x4 0 ¢ (e)/3y ) -y

0.2
1)

0.2
1)
.ejk[(x:-t(aeglaxm))cos¢n + (y:-t(aeg/aym))sin¢n]sin8°




By using a Taylor series and neglecting the higher order terms than tz, we A
get
1 ¥ s 0 +Be+BD) (19)
E @)= ] “m 1 2
m=1
where
e —jk(ro-rc) jk(xocos ¢ +yOsin¢ )sinb '
c, m m m m n°m n 0 1
A =1 (—) e e
m m' o
m
Bl = - jk(gx cos ¢n + gy sin (pn)sin 90 -i-D1 |
"0 m=1
D =
1 0 0 0 0
1 (x, = x)e, + G - vy)e 1
L (jk + =) mfl
0 0
T r
m m
kz sin2 60 2
B2 N YT (gx cos ¢n + gy sin d)n) + 02
i
0 m=1
D2 =
0 0 0 0 2 2
((x ~x.}g + @ ~y.)eg ) 2. ra
Lyt b R i Lol iy ey - X e ke O)]
2 (r0)2 m (!0)2 m
m m
0 0 0 0
(x=x)8, + (v -y )8 (
X J .
- jk 02 -ﬂgxcos¢ + g sin ¢
(r.) § b v
m
0.0 0 0 {
(xm xl)gx + (ym-yl)gy 1
= 5 m# 1 |
v J
m
0
P
8y 9x
m
0
y LB




Eq. (19) can be expressed as

El(¢n) =a + bt + ct2 (21)
where

i j 5
= A b = A B and C = A B
m=1 m’ m=1 m=1 ™ 2

Then Eq. (21) is substituted into Eq. (11) and we have

N
g = z ( j(a + bt * ccz)(a* + b*t + cth) = IES(qJn)I)2 (22)

2
Neglecting the terms of orders higher than t™, we have

1 N % % * * %D .
€, = J (Jaa + (ab +ab)t+ (ac +ac+bb )t - !Es(¢n)|)
n=1
2 2
N I 1 S RO ( b+ *b) 2
X Z [ {aa* s IES(¢n)I + a a t + (ac a c _ (a a > )t ]
a=1 2 | aa 24 aa 4(y aa )

N N * *
I (Jaa - e oD%+ (] 222D ([F |5 o)D)l

n=1 n=1 aa*

2
N * * * * *)
+ 0] (faa - e o @ taetbb, (b £abe g o132 (23

n=1 2 }aa 4( J aa¥*)

Equation (23) is a quadratic function of t and the step size t is found

easily for the minimum for E;.

e; is small enough at each iteration.

This process continues until the change of

The assumption of Eq. (14) is now under verification. Preliminary
results have shown it to be solid if in computing the current in the parame-

ters the presence of the two adjacent antennas are considered.

10




written and debugged. Once the validity of Eq. (14) or any equivalent formu-

4. CONCLUSIONS

The computer programs for the cases discussed in Section 3 have been

lation is verified, we can proceed with the method.

(1]

(2]

[3]

(4]

(5]
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BASE UNITS:
_ Quanti
length
mass
time

electric current
thermodynamic temperature
amount of substance
luminous intensity

SUPPLEMENTARY UNITS:

plane angle
solid angle

DERIVED UNITS:

Acceleration

activity (of a radioactive source)
angular acceleration
angular velocity

area

density

electric capacitance
electrical conductance
electric field strength
electric inductance
electric potential difference
electric resistance
electromotive force
energy

entropy

force

frequency

illuminance
luminance

luminous flux
magnetic field strength
magnetic flux
magnetic flux density
magnetomotive force
power

pressure

quantity of electricity
quantity of heat
radiant intensity
specific heat

stress

thermal conductivity
velocity

viscosity, dynamic
viscosity, kinematic
voltage

volume

wavenumber

work

metre
kilogram
second
ampere
kelvin
mole
candela

radian
steradian

metre per second squared
disintegration per second
radian per second squared

radian per second
square metre

kilogram per cubic metre

farad

siemens

volt per metre
henry

volt

ohm

volt

joule

joule per kelvin
newton

hertz

lux

candela per square metre

lumen

ampere per metre
weber

tesla

ampere

watt

pascal

coulomb

joule

watt per steradian

joule per kilogram-kelvin

pascal

watt per metre-kelvin
metre per second
pascal-second

square metre per second

volt

cubic metre
reciprocal metre
joule

Multiplication Factors

1 000 000 000 000 = 10'"?
1 000 000 000 = 10°

1 000 000 = 10*
1000 = 10°

100
10

0.1
0.01
0001

0.000 001

0.000 000 001

0.000 000 000 001

0.000 000 000 P00 001
0.000 000 000 000 000 001

* To be avoided where possible.

1n?

10"

10-!
10-2
10-"
-1
= 10"
=10-"1
= 10"
S10-.

[ )

"

_Sl Symbol _

m

kg

s

A

K

mol

cd

rad

sr

F

S

H

v

\

J

N

H2

Ix

im

Wb

T

A

w

Pa

C

J

Pa

l‘
Prefix
lera
Rige
mcge
kilo
hecto*
deke*
deci®
centi*
milli
micro
nano

ico

emto

atto

m/s
(disintegration)/s
rad/s
rad/s
m
kg/m
A-sV
AN
Vim
V.s/A
WA
VIA
WIA
N-m
K
kg-mvs
{cycle)s
Im/m
cd/m
cd-sr
Am
Vs
Wb/m
Vs
N/'m
A's
N-m
Wisr
Jkg-K
N/m
Wim-K
m/'s
Pas
m/s
WA
m
(wave)m
N-m

SI Symbal

T
G
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development programs in command, control, and cosmunications
(c3) activities, and in the ¢ areas of informatior sciences

and intelligence.

are communications, electromagnetic guidance «¢nd control,
surveillance of ground and aerospace objects, intelligence
data collection and handling, information system technology,
donospheric propagation, solid state sciences, microwave
physics and electronic reliability, maintainability and

compatibility.

MISSION
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Rome Avr Development Center
RADC plans and conducts research, exploratory and advanced
The principal technical mission areas
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